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1 THE AIM OF THIS DOCUMENT

This document is written to provide help to install Oracle9i Real Application Clusters (9.0.2.1.0) release 3 on
IBM pSeries servers with AIX 5L through a description of the different steps necessary to run Oracle9i RAC.

Metalink (http://metalink.oracle.com/metalink/plsql/ml2_gui.startup)

Jorwr Soturrons Center - Mowreeiizes - Fawer

Titre Oigine Réf érence
Oracle9i Installation Guide Release 2 (9.2.0.1.0) for Oracle Metalink A96167-01
UNIX Systems

Oracle9i Administrator's Reference Release 2 Oracle Metalink A97297-01
(9.2.0.1.0) for UNIX Systems

Oracle9i Release Notes Release 2 (9.2.0.1.0) for AIX- | Oracle Metalink A97605-01
Based 5L Systems (64-bit)

Oracle Universal Installer Concepts Guide Release 2.2 | Oracle Metalink A96697-01
Oracle9i Real Application Clusters Setup and Oracle Metalink A96600-01
Configuration Release 2 (9.2)

GPFS for AIX5L — AIX Clusters Concepts, Planning IBM GA22-7895-01
and Installation Guide

GPFS for AIX5L — AIX Clusters Administration and IBM SA22-7896-01
Programming Reference

GPFS on AIX Clusters — High Performance File IBM SG24-6035-00
System — Administration Simplified

The information contained in this paper resulted from :

- Oracle and IBM documentations

- Workshop experiences done in the Oracle/IBM Joint Solutions Center

- Benchmarks and POC implementations for customers performed by EMEA PSSC Montpellier
- This documentation is a joint effort from Oracle and IBM specialists.

Please also refer to Oracle online documentation for more information :
http://docs.oracle.com

http://tahiti.oracle.com
http://technet.oracle.com/docs/products/oracle9i/doc_library/release?/index.htm
http://otn.oracle.com/products/oracle9i/content.html

Oracle9i RAC home page : http://www.oracle.com/ip/index.html?rac_home.html

For HACMP Documentation refer to : http://www-1.ibm.com/servers/eserver/pseries/library/hacmp_docs.html
For GPFS Documentation refer to : http://www-1.ibm.com/servers/eserver/pseries/library/gpfs.html

Your comments are important for us. We want our technical papers to be as helpful as possible.
Please send us your comments about this document to the EMEA Oracle/IBM Joint Solutions Center.

Use our email address :
oraclibm@fr.ibm.com

or our phone number :

+33 (0)4 67 34 67 49
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2 HARDWARE ARCHITECTURE

2.1 RAW DEVICES IMPLEMENTATION

rac92 cluster
Mode 1 - Mode?

R&C interconnect netwark
rac92_network

HACMP code HACMP code .

Orade code Orade code

racd?_cug
Concurrent disks

T T

Client tier public netwoark

Databaze raw devices

The cluster, named rac92_cluster, is composed of two IBM ' server pSeries using AIX SL.
The IBM AIX clustering layer, HACMP (High Availability Cluster Multi-Processing) is installed on both
machines, on internal disks.

A private network (for instance a gigabit ethernet point to point network) is designed only for Oracle
interconnect use (cache fusion between instances). This private network is mandatory. A proprietary switch can
also be used. A second gigabit ethernet interconnect, with a different network mask, can be setup for security
purposes, but it is not mandatory.

The client part is connected to the nodes with a standard network, totally separated from the interconnect
network.

Oracle9i RAC code is installed on the two machines of the cluster, on internal disks
The database files are stored in raw devices, on concurrent external disks (SSA disks or ESS disk bay)
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2.2 GPFS IMPLEMENTATION

rac92_cluster

Mode RAC interconnect network Mode?
racd2_network

HACMP code HACMP code .

[Cracle code] [Oracle code]

raci2_opfsun

Concurrent digks

T T

Client tier public network

Database file systems
[Oracle code]

GPFS (General Parallel File System) provides global access to data from any of the hosts within a cluster.

The cluster, named rac92_cluster, is composed of two IBM & server pSeries using AIX 5L.
The IBM AIX clustering layer, HACMP, is installed on both machines, on internal disks.

A private network (for instance a gigabit ethernet point to point network) is designed only for Oracle
interconnect use (cache fusion between instances). This private network is mandatory. A proprietary switch can
also be used. A second gigabit ethernet interconnect, with a different network mask, can be setup for security
purposes, but it is not mandatory.

Another private network is strongly recommended for GPFS (for instance a gigabit ethernet point to point
network).

The client part is connected to the nodes with a standard network, totally separated from the interconnect
network.

Oracle9i RAC code can be either installed on the two machines of the cluster, on internal disks or installed on
concurrent external disks on a GPFS file system.
The database files are stored in GPFS file systems, on concurrent external disks (SSA disks or ESS disk bay).
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3 INSTALLATION STEPS

Each box refers to a chapter.

@g the system (chap. 4
Configuring the network (chap. 5

]

Installing GPFS (chap. 7) ¢ Creating a concurrent
volume group (chap. 8

Creating the concurrent
logical volumes (chap. 9)

Configuring HAC AP for GPFS
implementation (chap. 11)

Configuring HACMP for raw-devices
implementation(chap. 10)

[
/<51‘ur'ﬁng HACMP (chap. 12
Configuring and starting
GPFS (chap. 13)

Setting up the Oracle
environment (chap. 14

Insi‘allin Oracle
software (chap. 15)
Creating the database
(chap. 16, 17)

Legend :

common (raw + gpfs) tasks
raw-device implementation tasks
gpfs implementation tasks
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4 PREPARING THE SYSTEM

4.1 HARDWARE REQUIREMENTS

RAM >= 512 MB
Command to check the physical memory : | sattr —El sysO —a real nem
Internal disk >=4 GB for the oracle code
Paging space = 2 x RAM, with a minimum of 400 MB
Nota : for big servers with more than 8 GB of memory, the paging space could be less than 2 x RAM.
To check the paging space configured : | sps —a
Temporary Disk Space: The Oracle Universal Installer requires up to 800 MB of free space in the /tmp
directory.
To check the free temporary space available :  df —k /tnp
You can use an other filesystem instead of /tmp. Set the TEMP environment variable (used by Oracle) and
the TMPDIR environment variable to the new location.
For example : export TEMP=/ new_tnp
export TMPDI R=/ new_t np
CD-ROM drive. If the server does not have a CD-ROM unit (like a SP node for example), it is still possible
to mount via NFS the drive from an other machine on the network.

4.2 SOFTWARE REQUIREMENTS

AIX 5L (5.1 ML3 or 5.2 ML2)
To determine the current operating system version : osl evel
To check the maintenance level applied : instfix -i | grep M

HACMP/ES/CRM 4.4 or 4.5
For a database implemented on general parallel file-systems: GPFS 2.1., two cases:

AIX 5.1

< AIX 5.1 ML 1 plus PTF for APAR 1Y33002 or later (Both the AIX 32 and 64 bit kernel are
supported).
» Oracle9i RAC Release 2 for AIX-Based 5L Systems (64-bit) or later
GPFS 2.1 requires the PTF for APAR 1Y34917.
» HACMP/ES Version 4.4.1 —or — Version 4.5 with PTF for IY32874 or later.
0 GPFS 2.1 has option of HACMP or RPD (RSCT Peer Domain)
0 Oracle RAC however still has HACMP requirement.

D3

X3

S

o

AIX 5.2 : Special Bids with following restrictions:

>

X3

A

GPFS for AIX, V2.1 (with service level U488745)
AIX 5L V5.2 (with service level U488362)
HACMP/ES Version 4.5 (with service level U487607)
Oracle9i RAC Release 2 or later

3-4 pSeries nodes

SAN cluster only

ESS disk with SDD only (no MPIO)

5

%

5

%

X3

¢

X3

A

5

%

5

%

It is recommended that customers running I/O intensive workloads should be using GPFS 2.1 64 bit version
(AIX 64 bit kernel) and should request the latest updates (efix or PTF) for GPFS problems 411186, 411866
and 410282.

For more information : http://www-1.ibm.com/servers/eserver/pseries/software/sp/gpfs fag.html
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4.3 CONCURRENT DISKS REQUIREMENTS

4.3.1 Entreprise Storage Server (ESS Disks Bay)
Check with the system administrator that the ESS can be used with concurrent disks with HACMP/ES/CRM

4.3.2 SSA external disks microcode

It is particularly important for HACMP that all the SSA disks connected to the cluster are all at the same level of
microcode.

To list the SSA disks of the cluster : I scfg | grep pdisk
To check the microcode level : | scfg —vl pdisknn (ROS | evel and ID |ine)

For more information on the procedure of download and installation of new microcode,
See Appendix B : SSA disk & adapter microcode management.

4.3.3 SSA adapters microcode

To list the SSA adapters of a node : Iscfg | grep ssa
To check the microcode level : | scfg —vp ssann

For more information on the procedure of download and installation of new microcode,
see Appendix B : SSA disk & adapter microcode management.

4.4 USERS AND GROUPS

This setup has to be done on all the nodes of the cluster. Be sure that all the groups and user numbers (203, 204
and 205 in this example) are identical thru the nodes.

e snit group to create the following groups
dba Primary group for the oracle user.
hagsuser For high availability (if not already created).
oinstall The ora inventory group. This group is not mandatory. If it exists, it will be the group
owner of the oracle code files. This group is a secondary group for oracle user.
e smit user to create the users
oracle Owner of the database.

The oracle user must have dba as primary group, oinstall and hagsuser as secondary groups.
Also add the secondary group hagsuser to the root account.

Verification : check if the file / et ¢/ gr oup contains lines such as : (the numbers could be different)
hagsuser:!:203: oracle, root
dba:!:204: oracle
oinstall:!:205:0racle

*  Check if there is some AIX default limitations (especially on the file size)

File size limitation: ulimt —f

All limitations : ulimt -a

See also the file / et ¢/ securi ty/ | i m ts which shows the limits for each user. The default stanza

applies to all new user to be created. This file can be modified by root with vi.

The default limits should be set to unlimited, except for core (e.g. —1 in the file /etc/security/limits)
To turn some user limitation to unlimited, use snit users

¢ Set a password to oracle user, the same for all the nodes of the cluster, with the command
passwd oracl e
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/etc/hosts file

/etc/hosts for

192.128.194.1
192.128.194.2
10. 10. 11. 141
10. 10. 11. 142
20. 20. 21. 141
20. 20. 21. 142

/etc/hosts.equiv file

Jorwr Soturrons Center - Mowreeiizes - Fawer

S NETWORK CONFIGURATION

Set up user equivalence for the oracle account, to enable rsh, rcp, rlogin commands.

HACMP (on bot h nodes)

nodel

node2

i nt erconnect _nodel
i nt erconnect _node2
gpfs_nodel
gpfs_node2

Put the list of machines or nodes into hosts.equiv.

/etc/hosts.equiv for HACMP (on both nodes)

nodel r oot
node2 r oot
i nterconnect _nodel r oot
i nt erconnect _node2 r oot
gpf s_nodel r oot
gpf s_node2 r oot
nodel oracle
node2 oracle
i nt erconnect _nodel oracle
i nt erconnect _node2 oracle
gpfs_nodel oracle
gpfs_node2 oracle

.rhosts file.

In the root’s and oracle’s home directory, put the list of machines.
$HOME!/.rhosts f or

HACMP confi guration

nodel r oot
node2 r oot
i nt erconnect _nodel r oot
i nt erconnect _node2 r oot
gpfs_nodel r oot
gpf s_node2 r oot
nodel oracle
node2 oracle
i nt erconnect _nodel oracle
i nt er connect _node2 oracle
gpfs_nodel oracle
gpf s_node2 oracle

Note : It is possible, but not advised because of security reasons, to put a “+” in hosts.equiv and .rhosts files.

Test if the user equivalence is correctly set up (node?2 is the secondary cluster machine) :

You are logged on nodel as oracle (or root) :

$ rlogin node2 (-> no pwd)
$ rcp /tnp/toto node2:/tnp/toto

$ rsh node2 pwd

France
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6 INSTALLING HACMP/ES/CRM ON A PSERIES CLUSTER

HACMP (High Availability Cluster Management Protocol) is a product which provide a high availability on a
cluster of machines (from 2 to 32 nodes).

HACMP/ES is the enhanced version of HACMP (Enhanced Scalability)

HACMP/CRM (Concurrent Ressource Manager) layer includes the CLVM, which enable the concurrent logical
volume manager.

In all this CookBook, HACMP means HACMP/ES/CRM.

The instances of the same parallel database have a concurrent access on the same external disks. It is a
concurrent access, and not a shared one.

In this Oracle9i RAC installation guide, the purpose is not to set up all the parameter stuff of HACMP. We will
focus on the concurrent volumes groups, which is enough to install and run Oracle9i RAC.

HACMP 4.4 or 4.5 is used for clusters of pSeries machines with AIX 5.1 or 5.2 (and also AIX 4.3.3)

The same installation have to be done on all the machines of the cluster (nodel & node2)

All the official HACMP documentation is available at : http://hacmp.aix.dfw.ibm.com/

How to install HACMP using smit install :

On the directory containing all the filesets, check if the hidden file . t oc exists. If not, when located on this
directory, make i nut oc .
If you are using a cdrom as source for this install, this file always exists on the installation media.

smt install specify the directory containing the filesets
Type F4 to list the filesets to install, rather than choosing "al | | atest”.

To be sure of what you are doing, you can use the field preview only before proceeding to the real install.

Filsesets cluster.es.xxx

See Appendix H : Filesets to be installed on the machines of the cluster, paragraph “HACMP 4.4” or “HACMP
4.5” to check that all the necessary filesets have been installed.

This appendix provides the result of the command :

Islpp -L | grep cluster
Note that the vsm filesets (Visual Software Manager, a X11 based smit tool) does not have to be installed.
Filsesets rsct.xx.xxx

RSCT (RS/6000 Cluster Technology) are the base filesets used by HACMP to manage the cluster.
RSCT 2.2 is used for clusters of pSeries machines with AIX 5.1 and RSCT 2.3 for machines with AIX 5.2.

During the installation, select all the common filesets, the HACMP support one, but not the PSSP support one.

See Appendix H : Filesets to be installed on the machines of the cluster paragraph HACMP 4.4 or 4.5 and
paragraph RSCT 2.2 or 2.3 to check that all the necessary filesets have been installed.

This appendix provides the result of the command :

Islpp -L | grep rsct
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6.1 PATCHES REQUIREMENTS

Rather than providing a list of patch which will become quickly obsolete, here are informations which will help
to

e identify necessary AIX patches (‘apar’ or ‘ptf’)
¢ check if a patch is installed
e download fixes

How to have the list of pre-requisite patches ?

Y

ou can have a look to :

http://metalink.oracle.com/metalink/plsql/ml2_gui.startup

How to check if a patch is installed ?

Execute : instfix —i k <APAR #>
For example : instfix —ik 1Y21047

Where fixes can be downloaded ?

Y

ou can download new AIX maintenance levels and specified patches on

For AIX 5.1:  http://techsupport.services.ibm.com/server/aix.fdc51
For AIX 4.3.3 : http://techsupport.services.ibm.com/rs6k/fixdb.html

A

>

6.2 POST INSTALL TASKS

fter all the filesets have been installed :

check the filesets committed : You must have at least the filesets listed in appendix H, with a release
number equal or higher.

Islpp -L | grep cluster

Islpp -L | grep rsct

add in the PATH environment variable the following directories
/usr/es/sbin/cluster

/usr/es/sbin/cluster/utilities

/usr/es/sbin/cluster/sbin

/usr/es/sbin/cluster/diag

check the existence of symbolic links from files contained in /usr/sbin/cluster to /usr/es/sbin/cluster. Else,
create then with I n —s.

Important :  After both RSCT and HACMP have been installed successfully on all the nodes, all the
machines have to been rebooted before going on with HACMP configuration.

In:
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7 INSTALLING GPFS
How to install HACMP using smit install :

On the directory containing all the filesets, check if the hidden file . t oC exists. If not, when located on this
directory, make i nut oc .
If you are using a cdrom as source for this install, this file always exists on the installation media.

smt install specify the directory containing the filesets
Type F4 to list the filesets to install, rather than choosing "al | | atest”.
To be sure of what you are doing, you can use the field preview only before proceeding to the real install.

Filsesets mmfs.xx.xxx

See Appendix H : Filesets to be installed on the machines of the cluster, paragraph “GPFS” to check that all the
necessary filesets have been installed.

This appendix provides the result of the command :
Islpp -L | grep mmfs

Post install task
Add GPFS binaries in root’s path.

export PATH=$PATH: / usr/| pp/ nmf s/ bin
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8 CREATING A CONCURRENT VOLUME GROUP

The database files and so on are stored on external concurrent disks. All the disks must be physically linked to
the two nodes. Because theses disks are connected on all the nodes, all the disks can be accessed by both of the
nodes, in a concurrent mode.

The database files can be stored on SSA disks or Entreprise Storage Server (ESS) connected to all the nodes.

If you are implementing a Oracle 9/ RAC with GPFS (no raw devices datafiles) you can skip this part and get
directly to chapter 11 — Configuring HACMP for GPFS implementation.
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Creating a concurrent Volume Group (VG)

Node 1 Node 2
VG mode VG mode

o : c 3 - c 3
g § Z i g £ S Action g g z i s £ S
K o z S » %o © o £ 5 o
o2 5 o2 0% 5 o<

X Create vg X

x | [x Varyon X

X X Varyoff X

X X Import X

X X Varyon X || x

X X Varyoff ‘ X X

Start
HACMP
¥z - gl 2 g%
s © o c o 5o (o] c 0
o o2 l o O g
HACMP
X X X running X X X
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e Check if the target disks are physically linked to the two machines of the cluster, and seen by both.
Run | spv command on both machines.

Note : the disk name can be different, depending on the others disks connected on each machine. Use the second
field of the output (PVid) of | Spv output to be sure you are dealing with the same physical disk from two hosts.

D sk nane PV identifier Vol unme group nhane
hdi sk0 0041d1db25e505a3 rootvg

hdi skl 004331ab68869a9b backup_vg

hdi sk2 none None

hdi sk3 none None

hdi sk4 0043319b1c53283e rac92_vg

If the Pvid is not yet affected (none), a value will be given while a volume group using this hdisk is created.

*  Create at the AIX level on the first machine (nodel) a concurrent volume group, rac92_cvg

nodel# smt vg
Add a Vol ume G oup

Type or select values in entry fields.
Press Enter AFTER naking all desired changes.

[Entry Fields]

VOLUME GROUP nane

[rac92_cvg]

Physical partition SIZE in negabytes 32 See Note 1 +

* PHYSI CAL VOLUME nanes [ hdi sk4] +

Activate vol ume group AUTOVATI CALLY no See Note 2 +
at systemrestart?

Vol umre Group MAJOR NUMBER [ 64] See Note 3 +#

Create VG Concurrent Capabl e? yes +

Aut o-varyon in Concurrent Mde? no +

% Notel:
With AIX 5.1, you can leave the default value, which is 4. AIX will take automatically the best partition
size. 32 MB for a 18.2 GB disk, 63 MB for a 36.4 GB disk.

% Note2:
Never chooseYES to activate at system restart, neither auto-varyon in concurrent mode. These tasks have
to be managed by HACMP. The volume group just has to be created with concurrent capability.

< Note3:

You must choose the major number to be sure the volume groups have the same major number on all the
nodes (caution, before choosing this number, you must be sure it is free on all the nodes).

The | vl st maj or command lists the first free major number on a machine.

To check all defined major number, type I's —al /dev/*
CrWrW--- 1 root system 64, O Aug 02 13:39 /dev/rac92_cvg

The major number for rac92_cvg volume group is 64.

*  Varyon manually the volume group on node2 :

varyonvg rac92_cvg
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e On this volume group , create all the logical volumes (raw devices) you need for your database

See Chapter 8 : Creating the concurrent logical volumes
See Appendix C : Logical volumes creation

e Importrac92_cvg volume group on the second machine (node2)
On the first machine, type varyof fvg rac92 cvg

On the second machine, import the definition of the volume group :

node2# smt vg
I nport a Vol une Group

Type or select values in entry fields.
Press Enter AFTER naking all desired changes.

[Entry Fields]

VOLUME GROUP nane [rac92_cvg]

* PHYSI CAL VOLUME nane [ hdi sk4] +
Vol umre G oup MAJOR NUMBER [ 64] +#
Make this VG Concurrent Capabl e? yes +
Make default varyon of VG Concurrent? no +

The physical volume name (hdisk) could not have the same number on both sides. Check the PVID of the disk,
because it’s the only information reliable and unique thru the cluster.
Be sure to have the same major number. This number has to be undefined on all the nodes.

K/

< Note:

The import of a volume group resets to YES the field “Activate vol ume group automatically at
system restart”, which has to be set to NO

To do it manually : chvg -a
Or you can also modify this flag using smni t

n

*  Varyon manually the volume group on node2 :

varyonvg rac92_cvg

The new volume group is now defined on the all the machines of the cluster, with the concurrent capable feature
set on.

e  Test the availability of the volume group on the two nodes

The volume group is now defined on all the nodes of the cluster, with concurrent capability. But it is not yet
varied on in concurrent mode. This is the goal of HACMP.

Before HACMP is up and running, the rac92 cvg volume group is defined on all the nodes, but can be varied on
at one time on a single machine only. Don’t try to varyon rac92_cvg manually in concurrent mode, this task is
devoted to HACMP only.

To list the volume groups defined on the machine : | svg
To list the varied on volume groups : | svg —o0

To switch the volume group from one node to the other one, do :
varyof fvg rac92_cvg on the machine where it is varied on
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varyonvg rac92_cvg on the other node

| svg rac92 _cvg :

VOLUME GROUP: rac92_cvg VG | DENTI FI ER° 00004c00000000ee20634e17
VG STATE: active PP SI ZE: 32 megabyt e(s)

VG PERM SSION:  read/wite TOTAL PPs: 1084 (34688 negabyt es)
MAX LVs: 256 FREE PPs: 657 (21024 negabyt es)
LVs: 12 USED PPs: 427 (13664 negabytes)
OPEN LVs: 12 QUORUM 3

TOTAL PVs: 4 VG DESCRI PTORS: 4

STALE PVs: 0 STALE PPs: 0

ACTI VE PVs: 4 AUTO ON: no

Concurrent: Capabl e Aut o- Concurrent: Disabl ed

VG Mode: Concurrent

Node | D: 1 Active Nodes:

MAX PPs per PV: 1016 MAX PVs: 32

LTG si ze: 128 kil obyte(s) AUTO SYNC: no

HOT SPARE: no

You should have a similar output on all the nodes.
Note that at this point of the disks setup, the VG Mode is not be concurrent yet. But it must be concurrent after
the starting of HACMP !

For a script, see Appendix C : Logical volumes creation

Installing Oracle 9; RAC on IBM ! SE3TWET pSeries with AIX 5L page 18/ 87

ORACLE

France

[lm]]




JSC

EMEA
f IBEM

Jorwr Soturrons Center - Mowreeiizes - Fawer

9 CREATING THE CONCURRENT LOGICAL VOLUMES

If you are implementing a Oracle 9i RAC with GPFS (no raw devices datafiles) you can skip this part and get
directly to chapter 11 — Configuring HACMP for GPFS implementation.

Adding a Logical Volume in an active Volume Group (VG)
(Via Logical Volume Manager)

Node 1 Node 2
VG mode VG mode

° s It ° s It
2 g z i E’ E S Action g s z i E’ E S
5|56 ||2]]53 g l|°||S||2]]5¢s
0 < =) < 0 g =) <

X X X Active X X X

VG
Stop
HACMP
x | [x Varyon X X
*
X || x Mklv X X
* At this point this new LV is unknown on
this node

X X varyoff % %

X X export X

X X import X X

1 * At this point this new LV is known on
this node
Start
HACMP
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Adding a Logical Volume in an active Volume Group (VG)
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(Via HACMP)
Node 1 Node 2
VG mode VG mode
T .: c T . c
g g Z i § E § Action £ § Z y E E g
S, |C||O||£]|| 6 8o | C||O||Z2]||6&e
o S < o g =] <
x | [ x X Active x | [ x X
VG
Smit hacmp
Cluster manager
Conc. LVM
Conc LV
Add conc LV
X X X X X X
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Design of the RAC database.

As said previously, the database can be implemented in raw-devices or in file-systems (with GPFS).

In a raw-device implementation, each logical volume created is used as a raw-device and will represent one
datafile (or redolog or control file...). See the table #1 below to have a list of logical volumes required for a

minimal database implementation.

Table #1. A minimal database implementation requires the following raw devices :

Size Logical Volume Raw device name Purpose
name
1024 MB | rac_systemO1 /dev/rrac_systemQ1 SYSTEM tablespace
256 MB | rac_undotbs01 /dev/rrac_undotbs1 UNDO Tablespace (instance #1)
256 MB | rac_undotbs02 /dev/rrac_undotbs2 UNDO Tablespace (instance #2)
128 MB | rac redo01 /dev/rrac_redol Redolog Thread #1, Group #1
128 MB | rac_redo02 /dev/rrac_redo2 Redolog Thread #1, Group #2
128 MB | rac_redo03 /dev/rrac_redo3 Redolog Thread #1, Group #3
128 MB | rac_redo04 /dev/rrac_redo4 Redolog Thread #2, Group #1
128 MB | rac redo05 /dev/rrac_redo5 Redolog Thread #2, Group #2
128 MB | rac_redo06 /dev/rrac_redo6 Redolog Thread #2, Group #3
32 MB | rac_control01 /dev/rrac_control01 Control File # 1
32 MB | rac_control02 /dev/rrac_control02 Control File # 2
32 MB | rac_control03 /dev/rrac_control03 Control File # 3
32 MB | rac _spfile /dev/rrac_spfile For spfile (if used)
128 MB | rac_srvconfig /dev/rrac_srvconfig For srvctl tool (if used)
128 MB | rac_data /dev/rrac_data DATA tablespace
128 MB | rac_index /dev/rrac_index INDEX tablespace
128 MB | rac_temp /dev/rrac_temp TEMP tablespace

The redologs and undo logical volumes have to be dedicated on each instance.

A script is provided in Appendix C : Logical volumes creation to create the volumes groups and the logical
volume as specified above.

Some sample command from this appendix :
nkvg -f —c -y rac92_cvg -V 64' -s'32' <disk list>
nklv -y'rac_systenDl' rac92_cvg 16 ext _di sk # 512 MB

The volume group, rac92 cvg, is build with a physical partition (PP) size (of 32MB for example). The size of
the logical volume is expressed in number of PP, not in Kbytes.

Once a logical volume new_| v is created on a node, two new entries appears in the /dev directory :

/ dev/ new_| v which is normally used by LVM for file systems.

[ dev/rnew_| v where the “r” stands for raw device. This is the device name to use with Oracle for a raw-
device implementation.

Important for raw-device implementation : check that the owner of / dev/ rnew_| v is oracle, group dba,
and that oracle have the read and write privilege.
If needed, do as root (on all the nodes) :

chown oracl e: dba /dev/*rac_*
chnmod go+rw /dev/*rac_*
(for the GPFS implementation, we will see later for the ownership and permissions...)
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Once new logical volumes are created or modified on a node, the other node has to update its ODM (AIX
internal repository), by retrieving the information on the concurrent disk.

redefi nevg —d <di sk nanme> rac92_cvg

This command can also done with the following sequence :

varyof fvg rac92 cvg
exportvg rac92_cvg
i nportvg -y rac92_cvg -V<nmgj or nunber> <di sk nane>
varyonvg rac92_cvg

The same command have to be executed on the others nodes, as soon as an update has been made on one node.
It is important for HACMP that all the ODM databases of all the nodes have the same level of update about the
logical volumes of the concurrent disk. This point is checked by HACMP during the synchronization process.

You should have a similar output on all the nodes.

I svg =l rac92_cvg (raw-devices implementation, according table #1):
rac92_cvg:
LV NAME TYPE LPs PPs PVs LV STATE MOUNT PO NT
rac_systen0l jfs 32 32 1 open/ syncd N A
rac_undot bs01 jfs 8 8 1 open/ syncd N A
rac_undot bs02 jfs 8 8 1 open/ syncd N A
rac_redo01 jfs 4 4 1 open/ syncd N A
rac_redo02 jfs 4 4 1 open/ syncd N A
rac_redo03 jfs 4 4 1 open/ syncd N A
rac_redo04 jfs 4 4 1 open/ syncd N A
rac_redo05 jfs 4 4 1 open/ syncd N A
rac_redo06 jfs 4 4 1 open/ syncd N A
rac_control 01 jfs 1 1 1 open/ syncd N A
rac_control 02 jfs 1 1 1 open/ syncd N A
rac_control 03 jfs 1 1 1 open/ syncd N A
rac_srvconfig jfs 4 4 1 open/ syncd N A
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10 CONFIGURING HACMP - RAW-DEVICES IMPLEMENTATION

Main steps for implementing an HACMP configuration :

Consult the HACMP documentation, available on http.//hacmp.aix.dfw.ibm.com/

All this steps have to be done using one node only. During the synchronization process, HACMP will copy the
whole configuration to every node in the cluster. This functionality is called SPOC (Single Point Of Control)
Every time you have modified the topology or resources of the cluster, don’t forget to synchronize.

Configuring HACMP using Smit menus

Cluster Configuration

T Cluster topology

» Configure cluster

l—” Add cluster definition

» Configure node

l—> Add cluster nodes

» Configure network

l—b Config IP based networks

l—b Discover current network config

—»| Cluster Wide Config

Add a network

y

Config Adapters

—» Add IP -Based network ( *2)

l—» Add an adapter

| Synchronize Cluster Topology

| Cluster resources

—»| Define a resource group

A4

Add a resource group

—»-| Change/show Res/attrib for a res. group

Synchronize cluster resources
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On one of the nodes of the cluster, do the following steps :
Don’t try to make cluster configuration at the same time on two nodes. Make a synchronization first.

e Configure the cluster : snit hacnp, and follow the screens

In this step you give an identifier and a name to your cluster.

HACMP
Move cursor to desired item and press Enter.

Cluster Configuration
Cluster Services

Cluster System Management
Cluster Recovery Aids

RAS Support

Fl=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do
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First of all, define the cluster hardware topology, which includes the nodes participating to the cluster, the

network, and network interfaces.

Cluster Configuration
Move cursor to desired item and press Enter.

Cluster Topology

Cluster Security